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Abstract. Over the past few years, the telecommunications sector has started moving
toward the use of Voice over Internet Protocol (VoIP) technology. VoIP technology em-
ploys Internet infrastructure and protocols to transfer VoIP data between call parties.
Unfortunately, none of the existing Internet transport layer protocols address VoIP ap-
plication requirements. Typically, the Real-time Transport Protocol (RTP) application
layer protocol and the User Datagram Protocol (UDP) transport layer protocol are bound
together to address VoIP application requirements. However, a combination of RTP and
UDP reduces the quality of VoIP applications and causes inefficient bandwidth utilization.
In the present work, a dedicated transport protocol named Internet Telephony Transport
Protocol (ITTP) was designed to carry VoIP application data. ITTP is designed to
address key VoIP requirements and handle the problems resulting from RTP/UDP. A
simple mathematical model was used to evaluate ITTP bandwidth efficiency and com-
pare it with RTP/UDP. ITTP was found to improve bandwidth usage substantially. In
addition, ITTP was simulated using Network Simulation 2. The results showed that
ITTP had better performance compared with RTP/UDP in terms of packet loss, delay
and bandwidth usage.
Keywords: ITTP, VoIP, RTP, VoIP quality, Signaling protocols

1. Introduction. In the last decade, network equipment underwent a major performance
“revolution”. Network developers took advantage of this change to provide customers
with new technologies. Voice over Internet Protocol (VoIP) is one such technology. VoIP
utilizes network infrastructure to replace current circuit switching telephone networks
called the Public Switched Telephone Network (PSTN) with packet switching telephone
networks [1-3]. Furthermore, VoIP technology employs network protocols to transfer calls
around the world.

Two main protocol categories are used in VoIP systems [3,4]. The first category com-
prises the signaling protocols which are used to establish and manage a session between
call endpoints [4]. There are two standard signaling protocols for VoIP, namely, H.323
and the Session Initiation Protocol (SIP). H.323 was the first VoIP signaling protocol de-
veloped by the International Telecommunication Union (ITU), whereas SIP is a standard
developed by the Internet Engineering Task Force (IETF). Gradually, SIP overtook H.323
and dominated the VoIP application world [5,6]. Recently, the InterAsterisk Exchange
Protocol (IAX) has been introduced as a new signaling protocol. Unlike SIP and H.323,
however, IAX is not yet a standard [4].

The second category comprises the media transfer protocols. Typically, media transfer
protocols are used for the exchange of media data once a session is established between
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the call endpoints. The Real-time Transport Protocol (RTP) is specialized in transferring
all types of real-time media data, including VoIP. IAX, specifically IAX mini-frame, can
transfer real-time media data and is optimized highly for VoIP calls. However, media
transfer protocols, both RTP and IAX mini-frame, cannot transfer media data by them-
selves. For this reason, media transfer protocols work atop transport layer protocols.
Typically, the transport layer User Datagram Protocol (UDP) works in conjunction with
media transfer protocols to transfer VoIP application data [4,7-9].

VoIP technology has started replacing PSTN technology because VoIP provides many
advantages for the telecommunications field [10]. The main advantage of VoIP is that
it enables calls anywhere around the world at a cheap rate, and sometimes even for
free, compared with the conventional PSTN phone system. Second, VoIP enables other
functions in addition to voice call, such as video streaming and text messaging, which make
users’ communication experience more interactive and meaningful. Third, VoIP provides
a higher degree of reliability than PSTN. For example, VoIP works around hardware
problems automatically, such as out-of-order network hops or damaged network links.
Finally, unlike PSTN which is a closed system, VoIP has a free and open architecture,
which implies that VoIP extends the opportunity for innovation and creativity to everyone.
As a result, the VoIP system continues to undergo rapid and further development [2,7,11].

Nonetheless, network developers perceive that RTP/UDP causes two substantial prob-
lems when transporting VoIP data: degradation of voice quality and inefficient bandwidth
usage [7,11].

However, VoIP applications must provide phone conversations of better or at least
similar quality as the current PSTN technology. In recent years, VoIP developers have
made every effort to provide VoIP applications that perform excellently considering the
global scale of VoIP technology spread. With respect to these efforts, the present work
contributes to the design of a new transport protocol called Internet Telephony Transport
Protocol (ITTP), which is dedicated to carrying VoIP application data.

The present paper is organized as follows. Sections 2 and 3 review some related issues
and discuss the main drivers behind the design of the ITTP transport protocol. Section
4 discusses the ITTP header and shows the importance of each header field to VoIP
applications. Section 5 evaluates ITTP performance using simple mathematical equations
and discusses the results. Section 6 implements ITTP and provides simulations showing
the protocol performance. Finally, Section 7 presents the conclusion.

2. Background. In this section, we review some network issues and VoIP standards
that are relevant to our present work, including the RTP and IAX protocols and Network
Address Translation (NAT).

2.1. RTP. RTP is a standard protocol introduced by the IETF in 1996. Its main purpose
is to deliver real-time media, audio or video data over an IP network such as a LAN
or WAN. Multimedia conferencing, IP telephony, and video streaming are examples of
systems using RTP. However, RTP cannot deliver data by itself. For this reason, RTP
works in conjunction with transport layer protocols in order to deliver real-time data.
Given this limitation, RTP cannot be considered a transport layer protocol because it
works on top of the transport layer protocol. Hence, RTP is best viewed as an application
layer protocol. On the other hand, it does not have any mechanism to ensure real-time
packet delivery or smooth delivery. Still, RTP provides the required information such as
the timestamp and sequence number which are used by real-time application mechanisms
to ensure a timely and smooth delivery [12,13].
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2.2. IAX mini-frame. The IAX protocol has also emerged recently to support media
transfer. IAX is designed to be a simple and complete VoIP protocol that can handle both
signaling and media transfer. In fact, it is a combined signaling protocol and media trans-
fer protocol. The IAX messages transmitted between the nodes are called frames. There
are several types of frame supported by IAX, each of which is used for certain purposes.
The IAX mini-frame, which is the focus of the current paper, is used to transfer media
data. The design goal for the IAX mini-frame is to minimize bandwidth consumption and
to reduce overhead [10,14,15].

2.3. NAT. NAT is the process of translating a local IP address into a public IP address.
The main purpose for using NAT is to handle the lack of IPv4. Two main types of NAT are
used in networks. The first type, known as traditional NAT, only translates the local IP
address into a public one. The second type, known as port-based NAT, both translates the
local IP address into a public one and changes the port number. A port-based NAT allows
multiple connections to share the same public IP address simultaneously by changing the
port number. The port-based NAT is often used by all network applications because it
saves the IP addresses. Therefore, the new protocol should provide the port number. This
issue will be discussed later in the current paper [16,17].

3. ITTP Design Drivers. There are many drivers behind the design of ITTP as a new
transport layer protocol specialized in carrying VoIP application data.

First, none of existing transport layer protocols address VoIP application
requirements. There are many alternative protocols used in the transport layer, each
of these protocols carry information to transport specific range types of network appli-
cations, depending on the application requirements. Like any other application, VoIP
technology applications have specific requirements and needs which must be supported
by the transport protocol. The VoIP transport protocol should provide information to
facilitate timely and smooth delivery. In addition, the transport protocol should not bur-
den VoIP applications with unnecessary information and mechanisms in order to avoid
degrading VoIP application performance [13,18,19].

Second, RTP and UDP degrade voice quality. Typically, the UDP transport
layer protocol is patched with the RTPapplication layer protocol to transfer VoIP data.
However, RTP and UDP are used to transfer all types of real-time media data. Therefore,
RTP/UDP carries extra information and functions unneeded for VoIP applications, thus
resulting in a superfluous processing time, an increase in packet loss, and unjustified
complexity, as we will explain in detail later on [13,20].

Apart from degrading voice quality, RTP/UDP causes an inefficient use
of bandwidth in high-cost Internet links. The typical VoIP packet payload size is
between 10 and 30 bytes. Therefore, attaching 20 bytes of RTP/UDP header, comprising
12 bytes of RTP and 8 bytes of UDP, to this small payload results in a large header size,
which is known as overhead. Accordingly, the added overhead which can be calculated
using the relative ratio between the header size and the payload size varies from 67% to
200%, thereby wasting Internet bandwidth [7,20,21].

RTP/UDP burdens Internet links. VoIP is gaining popularity, and most telecom-
munications companies are changing their PSTN infrastructure to VoIP infrastructure or
are aiming to do so. Therefore, the number of VoIP application packets running over the
Internet will comprise a significant part of the total number of Internet packets. Accord-
ingly, the problems resulting from the use of RTP/UDP will have an effect not only on
VoIP application performance but also on the entire link performance. In other words,
the VoIP application traffic is sizeable compared with the total Internet traffic. Thus,
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the problems resulting from VoIP applications will be reflected on the entire link to some
extent [8,10,13].

The IAX mini-frame causes the same problems as RTP/UDP. The IAX-mini
frame is also used to transfer real-time media data, with high priority given to VoIP data.
The 4-byte IAX mini-frame reduces overhead significantly compared with the 12-byte
RTP. However, the IAX mini-frame still depends on the UDP transport layer to transfer
VoIP data. Thus, IAX/UDP causes the same problems that result from RTP/UDP,
although with a lesser effect [10,14,15].

IAX mini-frame has no chance to spread in the VoIP world. The two
standard signaling protocols, H323 and SIP, dominate the VoIP world. By far, all VoIP
applications use H323 and/or SIP as signaling protocols with minimal intention of us-
ing the IAX. Unfortunately, IAX mini-frame usage is limited only to IAX applications.
Therefore, the IAX mini-frame will not be widely used in the VoIP application world
[10,14,15].

On the other hand, ITTP has a simple design that is highly optimized for
VoIP application calls. ITTP supplies VoIP applications with only the key infor-
mation that is needed for functionality. All other functionalities are added on the layer
above. Hence, the packet overhead resulting from ITTP will be minimal, and the state
and processing overhead will be minimal as well. In addition, this simple design gives
opportunity to the VoIP developer to add suitable functions and methods for specific
application requirements and purposes. On the other hand, ITTP will not be restricted
to any signaling protocol, which gives it the opportunity to spread and be adopted by any
signaling protocol.

We can conclude that ITTP is needed to transport VoIP application data efficiently.
ITTP will be designed as a transport protocol which addresses the necessary VoIP appli-
cation requirements and handles the problems resulting from the currently used protocols.
The following section discusses the ITTP design in detail.

4. ITTP Protocol Design. ITTP consists of a 2-byte Source-Port field, 2-byte Destination-
Port field, and 2-byte Timestamp field. Figure 1 shows the ITTP header format.

Figure 1. ITTP header format

Source-Port Number. The source-port number is the transport layer address used
to identify the application on the sender endpoint. Usually, the source-port number is
used by the receiver endpoint for acknowledgment purposes. However, VoIP applications
do not acknowledge the sender endpoint; thus, the source-port number does not serve this
purpose. Nevertheless, it is necessary for other purposes, such as the NAT, as explained
in the background section.

Destination-Port Number. The destination-port number is used to identify the
transported application in the receiver endpoint. Each port number within a particular
IP device identifies a particular software process.

Timestamp. The timestamp is a key field in ITTP. The timestamp represents the
number of milliseconds since the first data packet transmission of the call. For each
packet, the timestamp increases by a value equal to the packet payload time length. The
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timestamp field is 16 bits. Therefore, the maximum value of the timestamp is 65.536
seconds. If the timestamp value reaches 65.536 seconds, then the timestamp will wrap
around and again start increasing from the beginning. For example, consider a VoIP
application generating one voice packet every 10 milliseconds. The packet timestamp will
then be 10, 20, 30, 40, 50, 60, 70, and so on, respectively.

The timestamp is used by VoIP application key functions to ensure real-time and
smooth delivery:

First, the timestamp is used for timely VoIP packet delivery. The packet
transit time varies because of some issues that take place over the Internet, such as routing,
queuing, congestion, and so on. Therefore, the packets may be received before or after
the proper play-out time. The voice play-out may overlap or be delayed. However, the
timestamp can be used to schedule the play-out of the VoIP application packet at the
appropriate time.

Second, the timestamp is used to overcome the variability of the received
bit rate. Some voice codecs produce variable-size frames, and thus the variable bit rate.
Therefore, the voice packets are received at different time intervals. The timestamp is used
to calculate the voice packet payload (frame) duration, and then schedule the play-out
based on the frame duration.

Third, the timestamp is used reorders out-of-order packets. A common prob-
lem is that VoIP packets reach the receiver endpoint in an incorrect order. Therefore, a
play-out of the packets as they are received can cause disorder and voice overlap. Hence,
VoIP packets should be ordered in the sequence they were sent before being played out.
Accordingly, ITTP uses the timestamp value, which is enclosed within VoIP packets, to
arrange the VoIP packets in chronological order.

Fourth, the timestamp is used to discards duplicate packets. In fact, packet
duplication is not common in the Internet. However, the timestamp enclosed within the
packet is used to check whether the received packet is unique; otherwise, the packet is
discarded.

4.1. Strength of the ITTP design. As previously mentioned, the current standard
uses two protocols, RTP and UDP, to transfer voice media data. UDP works as a data
transporter in the transport layer, and RTP works as voice media data carrier in the
application layer. ITTP combines the two functions, data transporter and voice media
data carrier, into one protocol in the transport layer. In addition, as discussed in the
previous section, ITTP provides the key information needed by VoIP application key
functionalities Therefore, ITTP is considered to be two protocols in one compared with
the RTP/UDP.

Moreover, ITTP is not restricted to any of the signaling protocols. In other words, it
can be adopted by any signaling protocol such as SIP and H323. Thus, ITTP can be used
with any VoIP application.

ITTP is also designed to be simple and is highly optimized for VoIP application calls.
The 6-byte ITTP performs the same function as the 20-byte RTP/UDP. ITTP provides
only the key information (Source Port, Destination Port, and timestamp) needed for VoIP
application functionality, leaving all other functionalities to be added on the layer above.
The simplicity of ITTP enables it to handle VoIP quality and bandwidth usage efficiency
problems resulting from the use of RTP/UDP, as we will discuss in the following section.

As a result, this practical design makes ITTP perform better with VoIP applications
compared with other protocols that support many features and provide unnecessary in-
formation when transferring a VoIP application call.
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5. ITTP Performance Analysis. Bandwidth utilization and quality of service are the
main concerns in data transformation over the Internet [21,22]. The main goal when
designing ITTP is to handle voice quality and bandwidth usage efficiency problems, which
result from the use of RTP/UDP. In this section, ITTP performance is analyzed in terms
of bandwidth usage efficiency and voice quality. It is also compared with frequently used
protocols, RTP and UDP, using a simple mathematical model.

5.1. Bandwidth usage efficiency. ITTP bandwidth usage efficiency is evaluated based
on the capacity and header overhead. It is also compared with those of RTP and UDP.

5.1.1. Overhead. The data over a packet-switched network are fragmented and attached
to a header to travel from point to point. The header size varies based on the data
type and protocol used. A bigger header size wastes more bandwidth when transferring
non-useful data and causes a big packet overhead. As previously mentioned, the 20-byte
RTP/UDP is attached to VoIP data in a range of 10 to 30 bytes, thus adding substantial
overhead to the VoIP packet. Using Equation (1), the RTP/UDP added overhead ratio
can be calculated as follows:

Pru Overhead Ratio =
Pru

f
∗ 100% (1)

where Pru is the (RTP/UDP) protocol size, and f is the frame size in bytes. On the
other hand, the 6-byte ITTP performs the same function as RTP/UDP with less overhead
and better performance. Using Equation (2), the ITTP overhead ratio can be calculated
as follows:

Pi Overhead Ratio =
Pi

f
∗ 100% (2)

where Pi is the ITTP size in bytes. Using substitutions in Equations (1) and (2), Figure
2 depicts the overhead ratio of RTP/UDP and ITTP with different codec sizes.

Figure 2. Overhead ratio for RTP/UDP and ITTP

As seen in Figure 2, the overhead ratio added by RTP/UDP is 200%, whereas that
by ITTP is 60% when the frame size is 10 bytes. When the frame size is 20 bytes, the
overhead ratio added by RTP/UDP is 100%, whereas that by ITTP is 30%. When the
frame size is 30 bytes, the overhead ratio added by RTP/UDP is 67%, whereas that by
ITTP is 20%. As a result, ITTP shows a substantial reduction in the header overhead
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with all three frame sizes compared with RTP/UDP. This result is obviously due to the
difference in protocol header size, with the RTP/UDP header size being 20 bytes and that
of ITTP being only 6 bytes.

5.1.2. Capacity. Capacity is the maximum number of concurrent calls that can be run in
a specific channel bandwidth. By knowing the per-call bandwidth consumption and the
channel bandwidth, the following inequality can be utilized when computing the number
of calls in a specific channel:

Aggregrate Cbw < Chbw (3)

where Cbw is the per-call bandwidth consumption in bps, and Chbw is the available chan-
nel bandwidth in bps. The per-call bandwidth consumption is calculated using Equation
(4):

Cbw = Pkts ∗ PPS = (Ph + F ) ∗
Cbr

F
=

(

(Ph + F )∗
Cbr

F ∗8

)

∗8

1000
(4)

where Pkts is the packet size in bytes, PPS is the number of packets per second, Ph

is the packet header size, F is the frame size, and Cbr is the codec bit rate per second.
We multiply by 8 to convert from byte to bit, and we divide by 1000 to convert from bit
to kilobit. From Equations (3) and (4), the number of concurrent calls running in the
same channel bandwidth with ITTP increases compared with that of RTP/UDP. Figure 3
shows the capacity of RTP/UDP and ITTP using an 8000 bps codec bit rate with 10-byte,
20-byte, and 30-byte frames.

Figure 3. Number of concurrent calls
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As seen from Figure 3, the number of concurrent calls when using ITTP is greater than
that when using RTP/UDP for all three frame sizes. In addition, the difference in the
number of concurrent calls increases when the available bandwidth increases. Therefore,
the difference in the number of the concurrent calls between ITTP and RTP/UDP is
directly proportional to the available bandwidth. For example, the number of concurrent
calls when using ITTP at 1 Mb of bandwidth with a 30-byte frame size is 67, whereas
that when using RTP/UDP under the same conditions is 53. Therefore, the difference in
the number of concurrent calls is 14. On the other hand, the number of concurrent calls
when using ITTP at 5 Mb of bandwidth with a 30-byte frame size is 335, whereas that
when using RTP/UDP under the same conditions is 268. Therefore, the difference in the
number of concurrent calls is 67.

As a result, the overhead and the capacity reflect the bandwidth usage efficiency. ITTP
performs the same function as RTP/UDP but with a much better bandwidth usage effi-
ciency.

5.2. Voice quality. The transfer of voice traffic over IP is rapidly gaining acceptance.
However, end users are concerned about the possible degradation in voice quality when
calls are carried over IP networks. There are two main factors affecting voice quality,
namely, delay and packet loss [1,23].

5.2.1. Delay. RTP/UDP causes extra delay compared with ITTP because of the following
reasons:

ITTP reduces the packetization delay resulting from the currently used RTP/UDP. It
imposes less message passing between the vertical and horizontal layers compared with
RTP/UDP. This lessens the state and processing time at the end nodes. Moreover, unlike
ITTP which is specialized in carrying VoIP data, both RTP and UDP headers contain
fields unnecessary to VoIP applications. This adds unneeded state and processing over-
head at the end nodes. In addition, ITTP reduces the processing delay resulting from
RTP/UDP, whereas RTP/UDP causes more delays in the intermediate routers. This is
because the time required to process the two protocols, RTP and UDP, which have more
fields and larger sizes, is greater than the time required to process one protocol, ITTP,
which has fewer fields and a smaller size. Moreover, ITTP reduces the transmission delay
resulting from RTP/UDP because the ITTP packet size is smaller than that of RTP/UDP.
Finally, ITTP reduces the queuing delay resulting from RTP/UDP because a lesser num-
ber of packet-bytes are required to be queued and transferred in each ITTP stream. In
addition, the RTP/UDP stream requires more bandwidth than the ITTP stream. There-
fore, the number of RTP/UDP packets that queue in the buffer will be more than those
for ITTP in case the output bandwidth is less than the input data rate [10,24-27].

All these reasons consequently result in a decrease in the overall delay caused by ITTP
compared with RTP/UDP.

5.2.2. Packet loss. RTP/UDP causes a big packet overhead, and thus inefficient utiliza-
tion of the intermediate router buffers, which increases the packet loss. In contrast, ITTP
causes a smaller overhead, and thus a more efficient utilization of the intermediate routers
and end node buffers. Therefore, ITTP decreases packet loss compared with RTP/UDP.
Moreover, ITTP’s per-packet processing time is faster than that of RTP/UDP, thus de-
creasing packet loss as well [1,22,28].

Obviously, ITTP is effective in improving voice quality and bandwidth usage efficiency,
especially compared with the currently used protocols, RTP and UDP. Furthermore, ITTP
is much easier to implement than RTP/UDP because it is the protocol specialized for VoIP
applications. Table 1 summarizes the factors affected by ITTP.

Cop
y R

igh
ts 
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Table 1. ITTP performance

Element Effect

Header overhead
Considerable header
overhead reduction

Capacity
Increases the number

of concurrent calls
running in a specific channel

Bandwidth
Usage Efficiency

Improve the
bandwidth utilization

Delay Reduce the delay
Packet loss Reduce the packet loss

Voice quality
Improve the overall

voice quality

Buffer Utilization
Improve the

buffer utilization

6. Implementation Result and Discussion. The Network Simulation 2 (NS2) tool
was utilized to simulate ITTP and to demonstrate its performance. After simulating
ITTP, two different network topologies using NS2 were designed to evaluate it. The
purpose of this implementation is to evaluate ITTP voice quality and bandwidth usage
efficiency compared with those of RTP/UDP.

6.1. Topology 1: Short-distance calls. Topology 1 was utilized to evaluate ITTP
performance for short-distance calls, where the distance between call ends was three
hops. Four different experiments with different parameters were run on Topology 1.
In the first experiment, ITTP packet loss was investigated and compared with that of
RTP/UDP. In the second experiment, ITTP delay was investigated and compared with
that of RTP/UDP. In the third experiment, the number of calls supported by ITTP and
that supported by RTP/UDP at various channel bandwidths were compared. In the fourth
experiment, the ITTP goodput was calculated and compared with that of RTP/UDP. In
Topology 1, the parameters for all streams in each experiment are the same. Therefore,
the results constantly increase or decrease, as the results will show.

6.1.1. Topology 1 setup. Topology 1 consists of 60 PCs and 5 routers. All LAN links
between the PCs and routers have a delay of 2 ms. All WAN links between routers have
a delay of 18 ms. Each node uses a DropTail queue, of which the maximum size is 50.
A CBR traffic generator is attached to each PC. The data rate upon using RTP/UDP
and ITTP is 24 kbps and 18.4 kbps, respectively. The rate varies because of the different
header sizes. In the four experiments, the sources started generating traffic at 100 ms and
stopped at 1000 ms. Figure 4 depicts Topology 1.

6.1.2. Experiment 1: Packet loss. In this experiment, the packet loss of ITTP and RTP/U
DP was investigated at various stream numbers between 1 and 8. All links have a band-
width of 100 kbps. Figure 5 depicts the packet loss ratio of both ITTP and RTP/UDP.
That for RTP/UDP started when the number of streams reached 6, whereas that for
ITTP started when the number of streams reached 8. This is because the RTP/UDP
stream data rate is higher than the ITTP stream data rate. Thus, the RTP/UDP stream
consumes more bandwidth than the ITTP stream. Hence, the available bandwidth can
carry more ITTP streams than RTP/UDP streams.
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10 M. M. ABU-ALHAJ, M. SK, R. SURESWARAN ET AL.

Figure 4. Topology 1

Moreover, the packet loss for ITTP is less than that for RTP/UDP under similar
conditions because of two main reasons. First, RTP/UDP causes a higher packet overhead
than ITTP. Therefore, the RTP/UDP packet size is bigger than the ITTP packet size.
As a result, the intermediate router buffer can store more ITTP packets than RTP/UDP
packets. Therefore, the packet loss is decreased compared with RTP/UDP. Second, the
processing time for ITTP packets is less than the processing time for RTP/UDP packets,
thereby decreasing the packet loss as well.

Figure 5. Packet loss ratio for ITTP and RTP/UDP
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6.1.3. Experiment 2: Delay. In this experiment, two different delay cases of ITTP and
RTP/UDP were investigated at various stream numbers between 1 and 10. In the first
case, all the links had a bandwidth of 240 kbps. Figure 6 depicts the delay of both
ITTP and RTP/UDP. The delay for ITTP is less than that for RTP/UDP under similar
conditions. In addition, the difference in delay increases with the number of streams.
For example, the delay of the first ITTP stream is 46.13 ms, whereas that of the first
RTP/UDP stream is 48 ms. Therefore, the difference in delay is 1.87 ms. On the other
hand, the delay of the tenth ITTP stream is 59.93 ms, whereas that of the tenth RTP/UDP
stream is 66 ms. Therefore, the difference in delay is 6.07 ms.

Figure 6. Delay case 1 for ITTP and RTP/UDP

In the second case, all links had a bandwidth of 227 kbps. Figure 7 depicts the delay
of both ITTP and RTP/UDP. The delay of ITTP is less than that of RTP/UDP under
similar conditions. In addition, the difference in delay increases with the number of
streams. For example, the delay of the first ITTP stream is 46.49 ms, whereas that of the
first RTP/UDP stream is 73.66 ms. Therefore, the difference in delay is 27.17 ms. On
the other hand, the delay of the 10th ITTP stream is 61.06 ms, whereas that of the 10th
RTP/UDP stream is 92.69 ms. Therefore, the difference in delay is 31.06 ms.

For both cases, the delay caused by ITTP was less than that caused by RTP/UDP.
This was because the transmission delay, the processing delay, and the queuing delay of
RTP/UDP were more than those of ITTP, as explained in Section 5.2.1.

The delay in the second case was greater than that in the first case. This is because
the 240 kbps bandwidth in the first case was enough for 10 RTP/UDP streams, whereas
the 227 kbps bandwidth in the second case was not enough. Therefore, the queuing delay
in the second case will be much longer than that in the first case. On the other hand, the
bandwidth was enough for 10 ITTP streams for both cases. Therefore, the queuing delay
was approximately zero.

6.1.4. Experiment 3: Number of calls supported. In this experiment, the number of con-
current calls that can be run at various bandwidths between 100 and 500 kbps was ex-
plored. For each different link bandwidth, the number of concurrent calls was increased.
When packet loss starts, the link is considered overloaded. Therefore, the number of
concurrent calls for each link bandwidth is equivalent to the number of calls before the
packet loss started. Figure 8 depicts the number of concurrent calls for both ITTP and
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12 M. M. ABU-ALHAJ, M. SK, R. SURESWARAN ET AL.

Figure 7. Delay case 2 for ITTP and RTP/UDP

RTP/UDP. The number of concurrent calls when using ITTP is more than the number
of concurrent calls when using RTP/UDP under the same channel bandwidth. This is
because the RTP/UDP stream consumes more bandwidth than the ITTP stream. More-
over, the difference in the number of concurrent calls increased as the channel bandwidth
was increased.

Figure 8. Number of calls supported by ITTP and RTP/UDP

6.1.5. Experiment 4: Goodput. Throughput is the amount of data delivered to the desti-
nation at a specific time, including the header, acknowledgment, and retransmitted packet
data. However, using the throughput to evaluate ITTP performance will not yield accu-
rate results because it calculates both useful and non-useful data. On the other hand,
goodput is the amount of packet payload delivered to the destination. Unlike through-
put, the goodput is an accurate evaluation for the protocol where only the useful data are
calculated. Equation 5 is used to calculate the goodput:

Goodput =

∑∑∑

RPkt ∗ Pkts ∗ 8

1000
(5)
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where RPkt is the received packet, and Pkts is the received packet payload size. In
this experiment, the goodput was used to evaluate ITTP compared with RTP/UDP at
various bandwidths between 100 and 350 kbps. Figure 9 depicts the goodput of ITTP
and RTP/UDP. Better bandwidth utilization was observed when using ITTP compared
with RTP/UDP. This is because the available bandwidth is used to transfer the actual
voice data when using ITTP, whereas most of the available bandwidth is used to transfer
the header data when using RTP/UDP.

Figure 9. Goodput for ITTP and RTP/UDP

6.2. Topology 2: Long-distance calls. Topology 2 was utilized to evaluate ITTP
performance for long-distance calls, where the distance between the call endpoints was
six hops. Two different experiments with different parameters were run on Topology 2.
In the first experiment, the ITTP packet loss was investigated and compared with that
of RTP/UDP. In the second experiment, the ITTP delay was investigated and compared
with that of RTP/UDP. In Topology 2, the parameters for the streams in each experiment
vary. Therefore, the results increase or decrease variably, as the results will show.

6.2.1. Topology 2 setup. Topology 2 consists of 10 PCs and 6 routers. All LAN links
between the PCs and the routers have a delay of 5 ms, all WAN links between the routers
have a delay of 20 ms, and each node uses a DropTail queue, of which the maximum
size is 50. A CBR traffic generator is attached to each PC. The data rates when using
RTP/UDP and ITTP are 24 and 18.4 kbps, respectively. The rate varies because of the
different header sizes. Figure 10 depicts Topology 2.

6.2.2. Experiment 1: Packet loss. In this experiment, the packet loss of ITTP and RTP/U
DP was investigated at various stream numbers between 1 and 5. All links have a band-
width of 60 kbps. PC1, PC2, PC3, PC4 and PC5 start transmitting data at 0.05, 0.16,
0.275, 0.385 and 0.491 seconds, respectively, and stop transmitting the data at 1.05, 1.16,
1.275, 1.385, and 1.491 seconds, respectively. Figure 11 depicts the packet loss ratio of
both ITTP and RTP/UDP. The packet loss for ITTP is less than that for RTP/UDP
under similar conditions. This is due to two main reasons. First, RTP/UDP causes a
higher packet overhead than ITTP. Therefore, the RTP/UDP packet size is bigger than
the ITTP packet size. The intermediate router buffer can also store more ITTP pack-
ets than RTP/UDP packets. As a result, the packet loss is decreased compared with
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Figure 10. Topology 2

RTP/UDP. Second, the processing time for ITTP packets is less than that for RTP/UDP
packets, thereby decreasing the packet loss as well.

Figure 11. Packet loss ratio for ITTP and RTP/UDP

6.2.3. Experiment 2: Delay. In this experiment, two different delay cases of ITTP and
RTP/UDP were investigated at various stream numbers between 1 and 5. PC1, PC2,
PC3, PC4 and PC5 start transmitting data at 0.05, 0.06, 0.07, 0.08 and 0.09 seconds
and stop transmitting data at 1.1, 1.16, 1.22, 1.28 and 1.34 seconds, respectively. In the
first case, all links have a bandwidth of 120 kbps. Figure 12 depicts the delay of both
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ITTP and RTP/UDP. The delay for ITTP is less than that for RTP/UDP under similar
conditions.

Figure 12. Delay case 1 for ITTP and RTP/UDP

In the second case, all links have a bandwidth of 105 kbps. Figure 13 depicts the delay
of both ITTP and RTP/UDP. The delay for ITTP is less than that for RTP/UDP under
similar conditions.

Figure 13. Delay case 2 for ITTP and RTP/UDP

In the two cases, the delay caused by ITTP was less than that caused by RTP/UDP.
This was because the transmission delay, the processing delay, and the queuing delay of
RTP/UDP were greater than those of ITTP, as explained in Section 5.2.1.

The delay in the second case was greater than that in the first case. This is because the
120 kbps bandwidth in the first case was enough for 5 RTP/UDP streams, whereas the 105
kbps bandwidth in the second case was not. Therefore, the queuing delay in the second
case will be greater than that in the first case. On the other hand, the bandwidth was
enough for 5 ITTP streams in both cases. Therefore, the queuing delay was approximately
zero.

In conclusion, theoretical, mathematical, and simulation evaluations have been con-
ducted in the current paper to evaluate ITTP. The obtained results are very relevant to
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the protocol as its application is challenged by a number of limitations and difficulties at
its early stage of development. However, the obtained results give both researchers and
developers a better understanding of the value and the importance of this new VoIP pro-
tocol. Furthermore, they provide relevant feedback at this stage of protocol development
so that it can be implemented in an error-free way.

7. Conclusion. The propagation of VoIP technology is hindered by problems caused by
inefficient bandwidth usage and voice quality degradation. VoIP technology uses existing
transport protocols, typically UDP, in conjunction with RTP to transfer VoIP data.

In the current paper, a new transport protocol called ITTP, which is dedicated to
carrying VoIP application data, has been designed. ITTP addresses only the key functions
of VoIP applications. ITTP has reduced header overhead compared with RTP/UDP, the
currently used protocols. When using an 8 kbps codec with a 20 ms packetization and 20
byte packet size, ITTP adds a 30% overhead, whereas RTP/UDP adds a 100% overhead.

On one hand, the mathematical model and the simulation results have showed that
ITTP utilizes the available bandwidth and increases the number of concurrent calls more
effectively compared with RTP/UDP. The packet loss and delay when using ITTP is also
less than those when using RTP/UDP. Therefore, both traffic handling and voice quality
are better when using ITTP.
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